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The State of Machine Learning Adoption in the Enterprise

Introduction

As machine learning has become more widely adopted by businesses, O’Reilly set out to survey our audience to learn more about how companies approach this work. Do companies with more experience deploying machine learning in production use methods that differ significantly from organizations that are just beginning? For companies that haven’t begun this journey, are there any best practices that might help?

Machine learning use in production dates back about 20 years. Leo Breiman chronicled a sea change in data analytics in the notable 2001 paper “The Two Cultures,” based on the introduction of machine learning models at scale during the dot-com boom. Even so, it took two decades before machine learning moved beyond the specialized “unicorns” of the internet to become a mainstream practice.

Looking at mainstream adoption for machine learning now—especially in light of recent data privacy legislation such as General Data Protection Regulation (GDPR) in Europe and a similar political movement in California—we wanted to probe current trends, with these questions in particular:

- How experienced are companies with machine learning adoption, in terms of number of years deploying models in production?
• What has the impact been on culture and organization; for example, have job titles changed?
• Who builds machine learning models: internal teams, external consultants, cloud APIs?
• How are decisions and priorities set and by whom within the organization?
• What methodologies apply for developing machine learning; for example, Agile?
• What metrics are used to evaluate success?

Notable findings from the survey include the following:

• Job titles specific to machine learning are already widely used at organizations with extensive experience in machine learning: data scientist (81%), machine learning engineer (39%), and deep learning engineer (20%).
• One in two (54%) respondents who belong to companies with extensive experience in machine learning check for fairness and bias. Overall, 40% of respondents indicated their organizations check for model fairness and bias. As tutorials and training materials become available, the number of companies capable of addressing fairness and bias should increase.
• One in two (53%) respondents who belong to companies with extensive experience in machine learning check for privacy (43% across respondents from all companies). The EU’s GDPR mandates “privacy-by-design” (“inclusion of data protection from the onset of the designing of systems rather than an addition”), which means more companies will add privacy to their machine learning checklist. Fortunately, new regulations coincide with the rise of tools and methods for privacy-preserving analytics and machine learning.
• One in two (51%) respondents use internal data science teams to build their machine learning models, whereas use of AutoML services from cloud providers is in low single digits, and this split grows even more pronounced among sophisticated teams. Companies with less extensive experience tend to rely on external consultants.
• Sophisticated teams tend to have data science leads set team priorities and determine key metrics for project success—responsi-
bilities that would typically be performed by product managers in more traditional software engineering.

**Survey Respondents**

The survey was sent to people who previously attended one of our Strata Data or AI Conferences or have consumed content in related topics through our online properties or our ecommerce channels. The survey was open for two weeks in June 2018, and we received a substantial number of responses from many regions (see **Figure 1**), including North America (more than 6,000), Europe (2,000), and Asia (more than 1,700):

**Figure 1**

About half of the respondents worked for organizations that were in the early stages of exploring machine learning, whereas the rest had moderate or extensive experience deploying machine learning models to production.

For the remainder of this report, we’ve adopted the following terminology to describe these cohorts from our survey:

*Exploring*

Respondents who work for organizations that are just beginning to use machine learning.

*Early adopter*

Respondents who work for organizations that have had machine learning models in production for more than two years.
Sophisticated
Respondents who work for organizations that have had machine learning models in production for more than five years.

It's interesting to note the geographic distribution of respondents versus the maturity of their machine learning adoption. North America and Western Europe led for sophisticated respondents, whereas East Asia and South Asia both showed a noticeable bump among the early adopters, as exhibited in Figures 2 and 3.

Figure 2
Although the term “machine learning” was coined in 1959, the term “data mining” was much more commonly used in the business world in the early 1990s and early 2000s. Around 2008, a group based in the San Francisco Bay Area began using the term “data scientist” to describe practitioners who drew from a variety of disciplines—including systems and data management, machine learning, statistics, and data visualization—to build data products. Many of the job titles listed in Figure 4 are fairly new, but it’s fair to say that for most companies a “data scientist” is someone who specializes in machine learning and statistics, whereas a “data engineer” is someone who specializes in building and maintaining infrastructure and data pipelines. “Machine learning (and deep learning) engineers” are relatively new job titles used to designate data engineers who specialize in building and deploying machine learning models to production. The “data ops” title is also being used, primarily at sophisticated organizations (see Figure 4).

As you can glean from Figure 4, organizations that have more experience deploying machine learning models to production are more likely to use these newer job titles (data scientist, data engineer, machine learning engineer, deep learning engineer). Experienced organizations also use the title “research scientist” to designate individuals tasked with developing sophisticated algorithms.
Building Machine Learning Models

About half of the respondents stated that machine learning models were built by their data science teams (Figure 5). However, that number rises considerably as organizations gain more experience. One of eight (12%) of those who belonged to organizations that are just beginning to explore machine learning stated that they relied on external consultants, whereas three out of four (73%) of those who belonged to the most sophisticated companies relied on their inter-

Figure 4
nal data science teams. Not many respondents belonged to organizations that rely on AutoML services offered by cloud providers.

Who builds the ML models?

![Pie chart showing distribution of ML model building teams](chart)

**Figure 5**

Machine learning adoption within businesses has reached a stage of maturity at which methodologies are being debated. As machine learning becomes more widely used, many organizations are adapting the processes they’ve used in software development also to build data products—examples include Agile methodology and Kanban. Even so, some experts have pointed out failures in that approach and how to work around them. One emerging theme is to compare and contrast the retrospective learnings from machine learning in production against the conventional wisdom of applying Agile. Also, the product management role has not yet been clearly defined for machine learning based products. We probed these questions to see how decisions and priorities are set, and by whom, within an organization.

At this stage, nearly one in three (32%) respondents used “No methodology” (see Figure 6), so we can say that Agile isn’t necessarily a default approach. Meanwhile, the sophisticated organizations clearly led on using “Other” methodologies. Although we don’t have a breakdown for what those other approaches are, that would be an interesting point to explore in future research.
In terms of evaluating key metrics for project success, generally in software development, that role would be performed by a product manager. Based on survey responses, as shown in Figure 7, that’s not entirely the case for machine learning. We can say that less experienced organizations placed more emphasis on product managers or executives determining the criteria for project success—as one might expect. In the more experienced organizations, that leadership aspect shifted toward data science leads.

**Figure 6**

**Evaluating Metrics for Success**

In terms of evaluating key metrics for project success, generally in software development, that role would be performed by a product manager. Based on survey responses, as shown in Figure 7, that’s not entirely the case for machine learning. We can say that less experienced organizations placed more emphasis on product managers or executives determining the criteria for project success—as one might expect. In the more experienced organizations, that leadership aspect shifted toward data science leads.
Similarly, you might expect that team priorities are defined primarily by product managers or executives, as in more traditional software development. As Figure 8 illustrates, clearly the product managers led on this, whereas, again, we see that for the more sophisticated organizations those decisions tended to shift over to data science leads. Although the numbers are not decisive, they indicate how machine learning adoption introduces challenges for project management and team leadership that diverge from the standard practices of software engineering.
For most organizations, machine learning is used to enable some level of automation. Imagine going from a rule-based fraud detection system to a complex model that was automatically learned from examples. But machine learning makes sense only when there are clear benefits (improve decision making or operational efficiency, higher revenue or engagement, etc.). Because they are more likely to build models in-house and they have had more experience deploying models to production, respondents who belong to the most sophisticated organizations are likely to use multiple metrics. In particular, one in four (26%) organizations—particularly those with extensive experience deploying machine learning—are checking for possible bias in models, as shown in Figure 9. There is a growing interest in ethics among data professionals and researchers. Academics are organizing conferences and writing papers that are being translated into best practices and checklists for industry practitioners. But we are very much in the early days, and this remains an active area for machine learning researchers.
There are other important considerations that organizations are beginning to address. There is growing awareness among consumers, companies, and regulators about the importance of data privacy and security. The EU’s GDPR mandates privacy by design (“inclusion of data protection from the onset of the designing of systems rather than an addition”). One of the more exciting trends we’ve been following is the growing interest in privacy-preserving analytic methods for business intelligence, analytics, and machine learning. This includes techniques and tools like differential privacy, homomorphic encryption, federated learning, hardware enclaves, and more. As companies begin to distinguish themselves by taking a stronger stance on privacy, analytics and machine learning need to keep pace.

In addition, as machine learning models become more widely deployed and used, interest in transparency, interpretability, and explainability continues to grow among data professionals. How does a model “work”? What is it basing its output on? Organizations are beginning to grapple with the trade-off between accuracy and interpretability, and, fortunately, some tools and best practices are beginning to emerge.

**Figure 9**
What are the metrics used to evaluate success?

![Chart showing the metrics used to evaluate success]
As Figure 10 illustrates, organizations that have extensive experience in deploying machine learning models have much more robust model-building checklists than their peers:

- One in two (54%) respondents who belong to sophisticated companies check for fairness and bias, compared to one in three (32%) companies that are just starting out. The good news is that tutorials and training materials are becoming available, and the number of companies capable of addressing fairness and bias should increase.

- Three out of four (74%) respondents who belong to sophisticated companies already check for transparency.

Which of the following are part of your model-building checklist now?

<table>
<thead>
<tr>
<th>Feature</th>
<th>% of Respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explainability and Transparency</td>
<td>65%</td>
</tr>
<tr>
<td>Compliance</td>
<td>48%</td>
</tr>
<tr>
<td>User Control over Data and Models</td>
<td>45%</td>
</tr>
<tr>
<td>Privacy</td>
<td>43%</td>
</tr>
<tr>
<td>Fairness and Bias</td>
<td>40%</td>
</tr>
</tbody>
</table>

Figure 10

Closing Thoughts

Looking at overall themes from the survey responses, it’s interesting to see how the more sophisticated companies differ from those that are still exploring. Here are some of the things that sophisticated companies do:

- Use more specialized roles such as data scientist and data engineer in lieu of older roles such as business analyst.
- Use their internal data science teams to build machine learning models.
• Employ much more robust model-building checklists than their peers, already including checks for machine learning model transparency and data privacy.

• Have their data science leads set team priorities and determine key metrics for project success instead of product managers.

These points indicate some of the key learnings that derive from deploying machine learning in production, and also where other companies should focus as they begin their journey of machine learning adoption. Meanwhile, the jury’s out about whether Agile methodology is entirely appropriate for machine learning.
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